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ABSTRACT
Despite strong scholarly interest in explainable features in AI (XAI),
there is little experimental work to gauge the effect of XAI on
human-AI cooperation in legal tasks. We study the effect of textual
highlighting as an XAI feature used in tandem with a machine
learning (ML) generated summary of a legal complaint. In a ran-
domized controlled study we find that the XAI has no effect on the
proportion of time participants devote to different sections of a legal
document, but we identify potential signs of XAI’s influence on
the reading process. XAI attention-based highlighting may change
the spatio-temporal distribution of attention allocation, a result not
anticipated by previous studies. Future work on the effect of XAI
in legal tasks should measure process as well as outcomes to better
gauge the effects of XAI in legal applications.

CCS CONCEPTS
• Human-centered computing → Empirical studies in visual-
ization.
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1 INTRODUCTION
Much scholarship about the future of Artificial Intelligence (AI) in
law stresses the need for accountability and human supervision of
AI powered tools, often through the use of explainability. Among
the instrumental motives for research on eXplainable AI (XAI) in
the legal domain is the need to ensure that AI does not distort
outcomes in the legal process [8]. In studying legal process, we
refer to the method by which legal work is carried out, including all
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that pertains to procedural justice concerns but also the day-to-day
manner in which legal professionals go about their work.

XAI focuses on making AI results more understandable to hu-
mans by enabling AI systems to provide insights about the reason
why they reach certain outputs [1]. There is a wealth of approaches
that can be used to surface the underlying explanatory factors on
which an AI output is based [10]. Besides the algorithmic design
and performance of the methods, a crucial consideration is how
explanations are presented to end users. The effectiveness of the
explanations should match people’s expectations and needs, and be
assessed in the context of human experience, approval, and comfort
[15].

A common way of visualizing machine-generated explanations
in text is by highlighting the input text using heatmap color palettes
[25].With the rise of neural networks, attentionweights or gradient-
based explainability methods have been used to highlight salient
input text spans with darker background [5]. Qualitative studies in
the legal domain have shown that such approaches are perceived
as useful and enhance self-reported measures of trust [19]. It is
not clear, however, how adding XAI features, such as highlighting,
may affect the reading process of the user in a typical real-world
workflow [12].

In this study, we investigate whether introducing XAI features,
such as the commonly used option of text highlighting, may alter
the reading process of end users. We build upon the work estab-
lished byNorkute et al. for the task of summarizing a legal complaint
[19], where it is crucial that machine guidance not interfere with
professional conduct and accountability. We asked U.S. law stu-
dents to go through the text of a legal complaint and find answers
to legal questions related to the complaint. We tested the use of
machine-generated summaries with and without text highlighting
integrated as a form of XAI. We explored whether XAI in the form
of text-highlighting changes where users focus their reading. We
also tested whether XAI changes the process by which a user works
through a complaint, that is the ordering of where they spend time
in the document and when.

The remainder of this paper is structured as follows. Section
2 discusses previous work on the field of legal XAI with the use
of text highlighting. Section 3 describes the study methodology,
including the behavioral data collection and visualization we use
to characterize the process of legal work. Section 4 presents and
discusses the results. Section 5 presents the conclusions and future
directions of this research.
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2 RELATEDWORK
2.1 AI and Explainability in the Legal Domain
Recent advances in deep learning technologies in combination with
the availability of vast amounts of legal data have accelerated AI
applications in legal workflows [24]. Despite the increasing demand
for automation in the legal domain, ML systems might still struggle
to reach desired performance levels due to specific characteristics
of legal work. Such characteristics include the elaborate and spe-
cialized nature of legal language, the high level of domain expertise
required, the high frequency of exceptions, the low tolerance for
risk and errors, as well as the expectation that system outputs in-
clude a method to establish accountability [23]. In areas where
machine-powered decisions might seriously impact human lives,
such as in the law, it is commonly regarded as essential that AI
systems provide explanations for their outputs [9]. The motivation
for approaches that are interpretable, explainable, and trustworthy
is fueling a recent upsurge of activity in the field of XAI across
various disciplines, including in legal applications [18].

In the legal domain, several studies have explored the value or the
effects of explainability methods, for example in document review
[6, 17, 26], legal decision prediction [4], case feature prediction
[16], and legal document summarization [19]. It remains, however,
unclear whether the introduction of XAI in a legal task affects user
perception and behavior in additional ways [12].

2.2 Text-highlighting as means of AI
explainability

A common way of assigning importance to the features that have
most influenced a model’s decision for a single instance is in the
form of highlights of the original text input [25]. This is true for
both ante-hoc explainability approaches, where the model is in-
terpretable by design, and post-hoc explainability, which refers to
methods that are designed to interpret black-box models, including
deep learning models [22]. The most salient text spans stand out
visually by means of modifying the intensity of the background
color based on a heatmap color scheme defined by the saliency
of each text span. The intensity values of the background color
are determined by the explainability method used, for example,
attention weights [2], integrated gradients, SHAP, LIME, etc. This
type of visualization is increasingly common, despite a lack of be-
havioral information about how legal professionals respond to such
approaches.

2.3 The effects of text-highlighting on reading
strategies of legal text

Initial evidence on the effect of explainability via text background
highlighting has not been consistent. Norkute et al. showed that
introducing attention-weight text highlighting in a legal complaint
accelerates processing speed for the task of evaluating an ML-
generated summary of the facts of the complaint while it increases
the trust of legal professionals for the correctness of the gener-
ated summary [19]. In a different setting, Branting et al. reported
that text highlighting, based on the attention of an ML model that
classified legal prediction, did not demonstrably improve human

decision speed or accuracy [4]. Another study on legal classifica-
tion compared the user’s perception of the quality of highlighting
generated by different explainability methods but did not examine
how including the highlighting in the first place affected the user
experience or work outcomes [26].

These previous studies examine the presence of text highlight-
ing through the lens of evaluating a model’s decisions, but they
do not interrogate how XAI affects end users’ reading process or
comprehension. Manual text highlighting is a common strategy to
enhance reading comprehension [3], and text highlighting, when
used effectively, can aid reader’s retention [7].

There are several important differences, however, between ma-
chine generated highlights for explainability versus user manual
highlighting for content retention, the most prominent of which
are 1) the potentially continuous nature of the machine-generated
highlighting to indicate various degrees of saliency for different
text spans, and 2) the higher probability of erroneous highlighted
text spans in the case of false model predictions.

3 METHODOLOGY
3.1 Population of interest
We recruited participants from a total of nine United States (U.S.)
law schools through snowball sampling. Data was collected from
January to April of 2022. Ultimately 206 participants joined the
experiment. The law schools were located in a variety of geographic
regions across the U.S. and from both top and mid-ranked law
schools. 93% of participants were pursuing a J.D. degree. Of the J.D.
degree participants, 49% were 1Ls, 26% were 2Ls, and 21% were 3Ls.

The degree to which law students are good proxies for practicing
legal professionals remains an open question [11]. The task we
study, reviewing a complaint, is a task often left to law clerks and
junior legal firm associates. We posit that law students should
produce results with good external validity for understanding the
behaviors of law clerks or junior law associates given that these
positions are typically filled by recent graduates.

3.2 Online interface
We built an interface modeled after the design of Norkute et al. [19],
see Figure 1. The interface displayed the text of a legal complaint
(Figure 1A) and a few sentences long ML summary of the complaint
(Figure 1B). Participants were asked to read the complaint text to
answer questions about the complaint (Figure 1C).

Participants were randomly assigned to an experimental treat-
ment. The two possible experimental conditions were as follows: 1)
no machine-generated legal complaint text highlights added on the
complaint text 2) machine-generated legal complaint text highlights
added on the complaint text (Figure 1). The highlights and summary
were generated using the same methods and data as previously de-
scribed in [19]. The summary was always provided alongside the
complaint text.

The legal documents we study are those filed by plaintiffs to
initiate a civil lawsuit in various courts in the U.S.. The documents
are usually between 10-100 double spaced pages of highly structured
text. The case text presented to the participants in the study was
processed by Optical Character Recognition (OCR), applied to the
original PDF files.
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Figure 1: The experiment interface On the left: the Summary condition. On the right: Summary + Highlighting condition. A -
Text display. B - ML-generated Summary C - textual questions D - highlighting legend, visible only in S + H treatment.

3.3 ML generated summary and highlights
The ML summaries were summaries of allegations made by the
plaintiffs. They were automatically generated using a Pointer Gen-
erator network [20] as implemented in the OpenNMT-Py toolkit
[13]. The model was trained from scratch on 800’000 court cases
and associated editor written summaries. The ML generated sum-
maries of all the complaints used in the present study were judged
to be acceptable by editors who write these summaries at the part-
ner organization that created the summarization model. The ML
highlights were created by making use of the metadata produced
by the Pointer Generator model. For more details on summary and
highlights generation, see [19].

3.4 Procedure
Participants received an email invitation to participate in the study.
They were asked to use their laptop or computer to do the task.
They were randomly assigned on a between-subjects basis to one
of the two conditions. The first screen of the interface obtained
informed consent to take part in the study. Next, each participant
was shown a tutorial that explained the interface elements and
the task in more detail. Then, each participant read three legal
complaints and answered questions about each complaint. The
participants could not move on from one complaint to the next
until all questions were answered. There was no time limit for the
task. At the end of the task participants were asked demographic
information questions and upon completion of the survey they
received an Amazon voucher at a value of $20 USD.

The three legal complaints covered (in order presented) employ-
ment discrimination on the basis of race, fraud by one partner in
a limited liability company, and recovery of attorney’s fees for a
previously litigated violation of the Fair Credit Reporting Act. To re-
duce the variation in the experimental results that would otherwise
be attributable to document variation rather than experimental
manipulation, the order of documents was always the same; the
only difference between conditions was the presence or absence of
ML highlights. We limited the number of documents to three due
to the difficulty of securing law students in experimental studies
and the consequent high costs of recruitment - asking students to

read more documents would have resulted in a longer experiment
time and more difficulty and expense in recruiting law students.

3.5 Data Collection
We recorded data about how participants behaved during the exper-
iment as they read the legal complaint. Every second we recorded
the uppermost and lowermost line of text visible to a participant.
This method accounted for the possibility of different screen sizes or
browser settings. With this data, we could then determine when and
for how long any given text was visible on the screen. A schematic
of the data recording is shown in Figure S1 in the Supplementary
information.1

3.6 Visualization
Temporal allocation of user attention

We first consider the temporal allocation of attention using one-
dimensional visualization (1d) to address whether the XAI feature
changes how participants allocated their time within the document.
For each token location in the document, we calculate for what
portion of a participant’s time that token location was visible. Previ-
ous work correlating scrolling to eye tracking [40] has shown that
scrolling location gives an unbiased estimate of attention allocation,
and so we take scrolling position to be an unbiased indicator of
attention. Within each experimental treatment, we compile the
total amount of time that a token location was visible across all
users and then normalize this distribution,2 creating an empirical
probability distribution function (epdf) representing the attention
probability of each token location. This visualization allows us to
study which parts of the document received relatively more or less
attention.

Spatio-temporal allocation of user attention
We visualize spatio-temporal allocation of user attention with

a two-dimensional visualization (2d), plotting time versus current
token position as users scrolled through the document. This vi-
sualization allows us to study the process by which participants
interacted with the document. A 2d visualization of reading allows

1https://osf.io/t4s8p/
2The results reported below were robust to normalizing across an experiment group
or to normalizing on a per-user basis.
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us to distinguish participants who may have allocated the same
overall proportion of time to the same section of a document but
who did so in different orders.

We create a curve for each participant, in which the data points
pairs of coordinates such that the first dimension gives the time
that has passed and the second dimension gives the token location
within the document, defined as the last visible token location. Af-
ter the curve is computed, we normalize the temporal dimension
so that the temporal maximum is equal to 1.3 The spatio-temporal
visualization gives insights into the reading process. Imagine a par-
ticipant reads the document at a constant rate from the beginning
to the end. That curve would be a straight line running from (0,
0) to (1, max token location). We finally create a 2d histogram by
aggregating all data points from all user curves.

4 RESULTS AND DISCUSSION
4.1 Temporal allocation of user attention
We present the 1d results for Document 2 in Figure 2, with plots
for Documents 1 and 3 available in the Supplementary Information
Figure S3. In addition to the two epdfs, Figure 2 plots the ML atten-
tion scores used to generate the highlighting in the experimental
interface (the ML Vals curve)4. For all Documents, the epdfs for the
Summary and the Summary + Highlighting condition are visually
quite similar; further, the epdfs are not strongly correlated with the
ML Highlight Values.

Figure 2: Epdfs for Summary (S) and Summary +Highlighting
(S + H) are similar; both are dissimilar to the ML Vals.

To test our intuition that the Summary condition produced epdfs
indistinguishable from those of the Summary + Highlighting condi-
tion, we apply a Kolmogorov-Smirnov distribution test, a nonpara-
metric goodness-of-fit test [14, 21], to bootstrapped samples from
each of the epdfs. There is no statistically significant difference
3Each user produced a time series of uncertain and typically different length; the
results reported here are robust to including all data points with this normalization
or, in the alternative, downsampling the data to equalize data point contribution as
between participants.
4We used the square root transformation of the attention score to generate the high-
lighting coloring for the text. ML Highlight Values are not directly comparable to the
epdfs.

between the epdfs for the Summary condition and the Summary +
Highlighting condition (Document 1: D = .04, p = .3; Document 2:
D = .04, p = .5; Document 3: D = .04, p = .4).

The highlighting did not influence where participants devoted
more or less attention within the document. If the allocation of
attention had been changed in the presence of highlighting, we
would need to understand whether and how such a change posed
challenges to using the ML tool for the responsible practice of law.
The fact that temporal attention allocation does not change in this
experiment suggests that machine assistance need not create behav-
ioral concerns as to the possibility of legal professionals abdicating
professional judgment, even when those professionals receive ac-
cess to XAI features. This result is surprising given [19]’s prior
results with the same tool, showing that those with highlighting
worked faster than those without. The equivalence of the process-
oriented 1d epdfs suggests that the speedup previously identified
likely does not come from a qualitatively different pattern of atten-
tion allocation.

Figure 3: Spatio-temporal attention distributions. The x-axis
is time (normalized to 100% per participant); the y-axis is
token location. The solid lines represent loess fits. For Docu-
ment 2, Highlighting appears to reduce the variation of the
distribution relative to a loess or linear fit.

4.2 Spatio-temporal allocation of user attention
We next consider the spatio-temporal distribution of the reading
process. As shown in Figure 3, the spatio-temporal distribution
looks different for each document; the reading process was distinct
for each document. The differences, if any, between Summary and
Summary + Highlighting within each document are more difficult
to characterize.
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The spatio-temporal distribution in Document 2 looks distinctly
linear, and the distribution looks less variable in the case of Sum-
mary + Highlighting than in the case of Summary. We fit a least
squares linear regression to each spatio-temporal distribution for
Document 2 and find that the mean absolute value of the residuals
is significantly lower in the case of Summary + Highlighting than
in the case of Summary (Wilcoxon rank sum test W = 3e7, p <
.0001). This result holds in leave one out cross-validation, so the
difference in the magnitude of the residuals is not the outcome of
errant scrolling by a lone participant.

We do not propose a linear regression fit for the distributions
for Document 1 and Document 3, as a visual inspection makes
clear that a linear fit is a poor choice for those cases. Figure 3 sug-
gests that the contents of the document are likely more influential
in shaping the spatio-temporal distribution than the absence or
presence of highlights. Nonetheless, we observe an opportunity to
distinguish the effects of XAI in Document 2, where the presence
of the highlighting likely made end users read in a more uniform
fashion than with just a summary. Future work with larger samples
may enable more definitive conclusions about the procedural im-
pact of XAI, but this current result already shows the importance
of assessing the procedural impact of XAI in legal use cases.

5 CONCLUSIONS
To date, most experimental studies of XAI have identified subjec-
tive changes in confidence or trust when users work with a ML
tool that includes XAI features. The few studies where outcomes
in legal tasks were studied have yielded mixed results as to the
performance impact of XAI. We propose a different approach: mea-
suring the process of work. We study 1d and a 2d visualizations
of attention allocation, each approach yielding different insights.
The 1d epdfs reveal that XAI does not change the allocation of
overall proportions of time. The 2d spatio-temporal distributions
show that document-specific effects are likely stronger than XAI
effects on reading process; there is, however, some possibility that
highlighting changes the spatio-temporal process distribution.

Our findings reflect one of the first reported studies of proce-
dural change due to XAI. We identify a pattern of reduced variance
in the spatio-temporal distribution in one document. We do not
take a position as to whether the reduction in variance is norma-
tively problematic; however, this possibility of behavioral changes
requires further attention in experimental work to assess potential
prevalence. The possibility also requires further attention from legal
practice ethicists to better understand whether variance-reducing
XAI features are acceptable or even desirable. Future empirical and
theoretical work on legal XAI should account for the importance
of legal process.
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