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ABSTRACT
Topic modeling is a text analysis technique for automatically dis-
covering common themes in a collection of documents. “Human-in-
the-loop” topic modeling (HLTM) allows domain experts to steer
and adjust the creation of topic models. In this case study, we use
a custom-built HLTM interface to assess the impact of human re-
finement on model interpretability and predictive performance in
collaboration with an analytics team within our organization. Us-
ing a small dataset (≈ 12𝑘 documents) of responses drawn from
an organizational employee satisfaction survey, we compare the
pre- and post-refinement models using both human judgments and
automated metrics. We find that human refinement can enhance
interpretability and predictive performance in some cases, but may
lead to overfitting on the training data, which negatively impacts
model quality. Furthermore, we observe that existing evaluation
methods don’t sufficiently and clearly capture topic model quality
in applied settings, and propose guidance for further HLTM tool
development.

CCS CONCEPTS
• Human-centered computing → Systems and tools for in-
teraction design; • Information systems→ Document topic
models.
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1 INTRODUCTION
Topic modeling is an unsupervised statistical modeling technique
used to discover latent “topics” within a collection of documents.
Themostwidely-used approach is Latent Dirichlet Allocation (LDA),
which models a topic as a distribution over a vocabulary, and each
document as a distribution over the topics [3, 10]. A user can get a
sense of the themes present in the corpus by examining the most
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prominent words and topics outputted by the model [6, 19]. Addi-
tionally, topic models can be used as predictive models on unseen
documents [4, 22].

A good topicmodel consists ofmeaningful andwell-differentiated
topics that, taken together, accurately represent the document col-
lection as a whole. However, due to the complexity of the task,
topic models often return imperfect results, or generate topics that
do not fully align with intended modeling goals [7, 13, 14]. For
instance, topics can be incoherent, missing, duplicated, or contain
multiple themes instead one. Human-in-the-loop (HLTM) topic
modeling, also known as interactive topic modeling, aims to ad-
dress this problem [1, 8, 11, 13, 16, 23, 25, 26]. It allows end users
who aren’t experts in topic modeling algorithms to encode their
knowledge into the topic model through direct iterative refinement.

This is a promising approach to creating high-quality topic mod-
els in applied settings. Incorporating human feedback resolves user
concerns about mismatches between anticipated and resultant top-
ics. To facilitate interaction, the topics are visualized in a user inter-
face (UI), emphasizing explainability and building trust in results.
HLTM promotes the use of topic models in diverse industry appli-
cations such as sentiment analysis for market research, identifying
common issues in customer support data, and tracking topics on
social media, to name just a few examples.

However, existing research on HLTM has thus far only occurred
under experimental settings, using students or crowdsourced work-
ers as test subjects [8, 13, 16, 23, 24]. To be truly useful, it must
be shown that HLTM systems perform well in real-world applied
settings, where it is important that a topic model is able to per-
form well on previously unseen data, and also be meaningful and
interpretable to end users.

In this case study, we compare two human-refined models with
a pre-refinement baseline model. Our purpose is to investigate the
following questions:

(1) Does human refinement via HLTM result in topics that are
interpretable and thematically distinct?

(2) Do topic models refined via HLTM perform well on new
data?

(3) How do users interact with HLTM in applied contexts?
To assess model interpretability, we use word intrusion, a well-

established human evaluation task in the topic modeling literature
[7]. In addition, drawing on recent ideas that link topic interpretabil-
ity with the ability to label topics [9, 18], we ask users to label every
topic in their refined models, and measure label concurrence as
part of the human evaluation.

To assess model performance on downstream tasks, we use an au-
tomated metric, Normalized Pointwise Mutual Information (NPMI)
[15], as well as a human evaluation task called topic identification,
a modified version of the topic intrusion task developed by Chang
et al. [7] (see details in Section 5.2). In both cases, we use a held-out
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test set (a reserved set of documents not used in the model creation
and refinement process) to assess model quality.

Based on the findings of this limited-scope case study, HLTM
refinement can sometimes improve predictive performance on new
data and results in topics that have high label agreement, suggesting
high interpretability. However, we also find that human refinement
may result in overfitting on the existing data, resulting in poor
classification performance on the held-out set. In addition, user
interviews revealed the need for greater emphasis on document-
topic assignments rather than topic-word lists, with users using
expressing the desire to see which words within a document are as-
sociated with a certain topic. When it comes to evaluation methods,
we advocate for greater emphasis on held-out documents, rather
than using topic-word lists. Lastly, we report on user strategies and
challenges faced during the refinement process, and uncover some
potential directions for future HLTM tool development.

2 USE CASE
For our study, we collaborated with four members of an analytics
team within our organization that provides workforce metrics, re-
ports, and data visualizations on employee sentiment across the or-
ganization. As part of their work, this team periodically collects data
through employee surveys. Analysis of textual survey responses
involves manual compilation of keywords by the analytics team,
which is laborious and time-consuming. As these surveys are con-
ducted on a regular periodic basis, there is a need for a topic model
to perform well on future data. In addition, the team has found
existing third-party topic modeling solutions unflexible and unsat-
isfactory, making this an ideal use case for applied HLTM.

To investigate whether a custom-built HLTM solution would
better serve the team’s needs, we used an anonymized dataset of
free-form text responses to the question: “How likely are you to
recommend Thomson Reuters to a friend or family member?”

We split the dataset into a train set (𝑁 ≈ 10𝑘), which we use to
create the baseline (pre-refinement) model, and a held-out test set
(𝑁 ≈ 2𝑘), which we use for both human and automatic model eval-
uation. The train set comprises survey responses collected between
March 2020 through February 2022, while the test set spans March
and April 2022. The average survey response was 35 words long.

We recruited four study particiants, all members of the afore-
mentioned analytics team. Two of them were tasked with refining
the baseline model, while the other two were tasked with evalua-
tion. All participants were aged between 25-40 and had worked as
analysts at Thomson Reuters for 3-8 years. All had some previous
familiarity with statistics, but not topic modeling.

3 HLTM TOOL
3.1 Interface
We present an example screenshot of our UI and its associated
functionalities in Fig. 1. Topics initially appear with a generic label
(e.g. “Topic 1”), which users can edit. Selecting a topic allows a user
to see the words and documents associated with a topic in greater
detail.1 Each word is followed by a number in parentheses, which
denotes the count of the word in the topic. Users can paginate
1Our vocabulary also includes two- and three-word terms, also known as bigrams and
trigrams, but for consistency we refer to all terms as “words” throughout this paper.

through both words and documents, and undo up to 10 previous
actions.

3.2 HLTM Implementation
We implement seven refinement operations commonly found in
the HLTM literature: Promote Word, Demote Word, Add to
Stopwords, Demote Document,Merge Topics, Split Topic, and
Create Topic. We deviate from previous work [14, 23, 24] by using
the words “promote” and “demote” instead of “add” and “delete”.
This was done to reduce confusion and to reflect the fact that the
membership of a word or a topic within a model is probabilistic
rather than binary.

3.2.1 Gibbs Sampling. We use the collapsed Gibbs sampling algo-
rithm proposed by Griffiths and Steyvers [10], which is favored
by HLTM developers due to its low latency [24]. For document
collection 𝐷 , we have 𝑇 topics, each represented by a multinomial
distribution over the vocabulary𝑉 . Under the hood, the topic model
comprises two matrices: 𝜃 , a 𝐷 ∗𝑇 matrix where 𝜃𝑑 represents the
topic distribution for document 𝑑 , and 𝜙 , a 𝑇 ∗𝑉 matrix where 𝜙𝑡
represents the word distribution of topic 𝑡 . The probability of a
topic assignment 𝑧 = 𝑡 given observed token𝑤 in document 𝑑 is:

𝑃 (𝑧 = 𝑡 |𝑧_,𝑤) ∝ (𝑛𝑑,𝑡 + 𝛼)
𝑛𝑤,𝑡 + 𝛽

𝑛𝑡 +𝑉 𝛽

where 𝑧_ are the topic assignments of all the other tokens, 𝑛𝑑,𝑡
is the count of tokens in 𝑑 assigned to 𝑡 , 𝑛𝑤,𝑡 is the count of 𝑤
assigned to 𝑡 , and 𝑛𝑡 is the count of all tokens assigned to 𝑡 .

3.2.2 Refinement Implementation. Unlike previous HLTM imple-
mentations [14, 23], we maintain symmetric priors and directly
modify the topic-word count 𝑛𝑤,𝑡 or the document-topic count 𝑛𝑑,𝑡 .
Then, we run the Gibbs sampler on a restricted set of words to
obtain new topic assignments, and update 𝜙 or 𝜃 accordingly.

The advantage of this approach is that the model always aligns
with the underlying data. Compared to the informed prior method,
our implementation favors modeling the input corpus faithfully
over satisfying user expectations, resulting in lower user control
[14].

Our procedures for each refinement are described below:
Promote word𝑤 in topic 𝑡 Temporarily set 𝑛𝑤,𝑡 to the high-

est topic-word count in 𝑡 . For every instance of𝑤 ∉ 𝑡 , sample
a new topic 𝑧. Update 𝜙𝑡,𝑤 to reflect topic 𝑡 ’s new word dis-
tribution.

Demote word𝑤 in topic 𝑡 Temporarily set 𝑛𝑤,𝑡 to zero and
sample a new topic 𝑧 for every instance of 𝑤 ∈ 𝑡 . Update
𝜙𝑡,𝑤 as above.

Add to stopwords Set 𝜙𝑡,𝑤 to zero for every 𝑤 and remove
every instance of𝑤 from every document 𝑑 , along with their
corresponding topic assignments.

Demote document Set 𝑛𝑑,𝑡 to zero. For every word 𝑤 ∈ 𝑡 ,
sample a new topic, repeating until there are no more words
in 𝑑 assigned to 𝑡 .

Merge topics We follow the procedure described by Smith
et al. [23], and minimize the number of re-assignments nec-
essary by always deleting the smaller of the two topics.
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Figure 1: Screenshot of the user interface of our HLTM tool. The numbered boxes correspond to the following functionalities: 1
- Merge Topics; 2 - Create Topic; 3 - Remove Word (Add to Stopwords); 4 - Rename Topic; 5 - Split Topic; 6 - Promote Word; 7 -
Demote Word; 8 - Undo; 9 - Demote Document; 10 - View Full Document. 11 - Topic Membership (Users can see which other
topics are present in a topic by hovering over this bar.)

Split topic 𝑡 based on list of seed words 𝑠 Create a second
list 𝑠 , which comprises every word among the top 30 words
in 𝑡 not in 𝑠 . Move every word 𝑤 ∈ 𝑠 to the new topic, 𝑡𝑛 .
Every word𝑤 ∈ 𝑠 must remain in the original topic 𝑡 , maxi-
mizing the model’s ability to return two well-differentiated
topics. Run the Gibbs sampler for several iterations over ev-
ery remaining word𝑤 ∉ (𝑠∪𝑠) in 𝑡 , forcing it to only sample
from 𝑡 or 𝑡𝑛 .2

Create topic 𝑡𝑛 from list of seed words 𝑠 Move every word
𝑤 ∈ 𝑠 to 𝑡𝑛 . Run the Gibbs sampler for several iterations,
allowing the model to add new (related) words to 𝑡𝑛 . Stop
early if 𝑛𝑤,𝑡𝑛 exceeds twice the number of initial words
obtained from 𝑠 .

3.3 Post-Interaction Messages (PIM)
Due to the challenge of striking a balance between applying user
changes and preserving the statistical validity of the model, HLTM
can sometimes result in what users perceive as unpredictable or
unexpected behavior [14, 23, 24]. To mitigate this, we introduce a
set of post-interaction messages (PIM) to the UI to alert the user
whenever an interaction results in a major change in another topic.
The goal is to help the user understand the secondary impacts of
their most recent action, in addition to whatever local changes they

2Unlike the approach proposed by Pleple [21], which requires the user to provide
two sets of seed words, this approach maximizes the model’s ability to return two
well-differentiated topics given a only single set of seed words.

intended. We implement PIM for Promote Word, Demote Word
and Create Topic. We chose these interactions as they are the most
likely to have moderate-to-large impacts other topics. Example PIM
messages are shown in Fig.2.

To determine whether a given refinement to topic 𝑡 has caused a
potentially significant change in another topic 𝑡 ′, we compare the
most frequently-occurring words in each topic 𝑡 ′ before and after
refinement. For each interaction, we display a PIM if the following
conditions are met:

Promote Word If𝑤 is within the top 20 words for any 𝑡 ′ prior
to the interaction and its rank in 𝑡 ′ drops as a result of the
interaction.

Demote Word If𝑤 is within the top 20 words for any 𝑡 ′ prior
to the interaction and its rank in 𝑡 ′ increases as a result of
the interaction.

Create Topic If any𝑤 in any 𝑡 ′ drops out of the top 20 words
for 𝑡 ′ as a result of the interaction.

4 USER STUDY
4.1 Procedure
We obtain our baseline model by running Latent Dirichlet Alloca-
tion [3] on the train set with multiple values for 𝑇 , and validate
the vocabulary and initial number of topics with members of the
analytics team described in Section 2. Then, using the model’s
document-topic matrix and topic-word matrix to obtain 𝑛𝑑,𝑡 and
𝑛𝑤,𝑡 , we use the Gibbs sampling algorithm over the entire corpus



CHI EA ’24, May 11–16, 2024, Honolulu, HI, USA Gao et al.

(a) Promote Word

(b) Demote Word

(c) Create Topic

Figure 2: Examples of post-interaction messages displayed
to the user.

for three iterations (omitting the update step) to obtain a word-level,
count-based representation of the model.

The two refiners were introduced to topic modeling concepts
and trained to use the tool before the refinement task. We phrased
our refinement instruction as follows: “You will be presented with a
machine-generated topic model. Based on your knowledge of the data,
please refine the topics so that the topics are: coherent, distinctive and
aligned with your understanding of themes present in the data.” In
addition, we required them to give each topic a custom label.

The participants were told to refine the models individually and
in their own time, and to inform the researchers once they were
done. Overall, the users reported spending between 3 and 6 hours on
the task. We then scheduled individual follow-up interviews about
their experiences with the tool. A single researcher conducted, tran-
scribed and analyzed the interviews. Using the transcriptions, the
researcher used thematic analysis [5] to create a coding schematic,
then clustered the user comments using affinity diagrams. This re-
vealed themes which were presented and discussed with the other
researchers before the final themes were agreed on.

4.2 User Feedback
4.2.1 Strategy. Both users reported using similar refinement strate-
gies. First, they went over the list of topics, looking only at top
keywords, labeling them and deciding what the topic would be
about. We found that the labeling feature helped users stay orga-
nized during the refinement process: “It made sense to label topics
first, seeing what the themes were already in the topics that were
auto-generated”. Next, they performed bigger actions like merging
or splitting topics, followed by promoting or demoting words. This
strategy was partially shaped by a desire to bring down the number

of topics in the baseline model: “My main criteria was to get the
topics down to a number of manageable topics, so I wasn’t going the
other direction at this point in making more topics.” We found that
both users preferred to handle a smaller number of topics than the
20 present in the baseline model.

4.2.2 Need for collaboration. Both users said they were done refin-
ing the model once they felt that they had created something usable.
However, both believed their models could still be further improved
by making further changes to the model in collaboration with their
colleagues: “I could probably further improve it if I had consulted
with [a team member] who might think I missed some important
topic.”

4.2.3 Model explainability. The users were sometimes confused by
why certainwords or documentswere associatedwith certain topics.
They saw value in being able to surface documents within a topic
based on a word, or being able to see which words were associated
with a topic within a document. Both users described wanting
more document-level information, but handled their uncertainty
differently. One user said: “The context of that particular document
didn’t fit with my theme, but I couldn’t find the word that was pulling
it up to the front. I ended up just demoting the document so it didn’t
appear in the top ten.” Faced with a similar situation, the other
user to hesitated over a refinement they wanted to perform, but
ultimately did not: “I found myself wanting to click on that word and
have those three instances show up, because I didn’t really understand
how it was related to [my topic]. Without knowing exactly how that
term was being used in the documents, I didn’t want to demote it.”

4.2.4 Control. Despite the lack of explainability, the undo and post-
interaction messages (PIM) features helped users feel in control.
One user reported “ I got [...] I don’t know if it’s happiness or closure,
when one of those [PIM] messages popped up. ‘Because you did this,
now that word is showing up more in this other topic.’ That was a nice
validation, because that’s what I wanted to happen., I knew that if I
demoted a word I could promote it back if I wanted to.” In addition,
despite using undo infrequently, users felt reassured by the presence
of the undo feature: “I knew that if I demoted a word I could promote
it back if I wanted to, or if I accidentally removed a word I could bring
it back some way, so it didn’t feel like I had to be like super careful.
The undo button was very valuable.”

4.2.5 Trust. During their interviews, both users said that they
trusted the tool, and also the underlying model to some extent.
They viewed it as a useful partner that could make suggestions
about which words should or shouldn’t belong to certain topics:
“the machine might be better at this than I was, so maybe I would
have never picked this word for this topic, but maybe I would have
been wrong”.

4.2.6 Feedback on PIM.. The post-interaction messages were per-
ceived very positively. In some instances, they piqued user curiosity
and encouraged them to explore the effects of their actions on other
topics: “I remember either promoting or demoting one word had an
impact to [another] topic. That got me interested and I wanted to see
what actually happened. So I ended up checking the other topic to
make sure, because I think when you promote a word it sometimes
demotes it in another topic.”
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5 MODEL EVALUATION
Throughout this section, we refer to the baseline model as𝑚𝑖𝑛𝑖𝑡𝑖𝑎𝑙

where the number of topics k=20, and the two user-refined models
as𝑚𝑅1 (k=12) and𝑚𝑅2 (k=13).

5.1 Automatic Evaluation
Normalized pointwise mutual information (NPMI) is a widely-used
automatic coherence metric that has been shown to correlate with
topic interpretability [15, 20]. A topic has a high NPMI if its top N
words tend to co-occur more than we would expect from random
chance, based on joint word probabilities obtained from a reference
corpus. Intuitively, NPMI can also be a signal of downstream predic-
tive performance when a held-out test set is used as the reference
corpus. We calculate NPMI using both the train and tests set as
reference corpus, using the top 20 words from each topic and a
window size of 10.3

As NPMI score ranges vary depending on the reference corpus,
we present the difference in NPMI between the refined models and
the pre-refinement baseline rather than absolute scores in Fig. 3.
An difference greater than zero indicates that the refined model
outperforms the baseline with respect to the reference corpus. Our
results show this is the case for both of the refined models on
both the train and test sets, indicating that the human refiners
successfully used their domain expertise to improve the baseline
model. We observe that while the train set slightly favors𝑚𝑅1, this
does not translate to better performance on the test set, where𝑚𝑅2
is slightly superior. This suggests that𝑚𝑅1 is somewhat overfitted,
that is, overly tailored to the training set at the expense of general
performance.

5.2 Human Evaluation
In this section, we describe three human evaluation tasks that we
used to compare the pre- and post-refinement models. To assess
whether the refiners’ models are interpretable to their colleagues,
we used different members of the same analytics team as evaluators.

5.2.1 Word Intrusion. This task evaluates thematic coherence by
measuring how well a human evaluator can associate a topic label
with its top words [7]. The evaluator is presented with five high-
probability words from a topic, as well as a low-probability word
that has a high probability in another topic. The goal of the task is
to identify the word that does not belong. Model precision𝑀𝑃 for
a given topic is the fraction of evaluators agreeing with the model.
This is averaged across the topics to obtain a model score.

5.2.2 Topic Identification. This task measures how well a model
assigns topics to documents. We modify the topic intrusion task
devised by Chang et al. [7], which requires at least three high-
probability topics to be available for every document. Due to the
brevity of the documents in our use case, most primarily belong to
a single topic. We present a single high-probability topic and three
randomly sampled low-probability topics, and ask the evaluator
to identify the topic that is most representative of the document
(hence “identification” instead of “intrusion”). To make the task

3Our vocabulary includes bigrams and trigrams, while NPMI is designed for unigrams.
To account for inflated co-occurrence counts due to overlapping tokens in bigrams
and trigrams, we eliminate any terms that overlap with unigram words.

more challenging and to measure the models’ performance on
downstream data, the documents were drawn from the held-out
set.

We define topic log odds (𝑇𝐿𝑂𝑖 ) for document 𝑑 and subject 𝑠
as the difference in the log-probability of the answer selected by
𝑠 and the log-probability of the “correct” answer according to the
model. Like the original 𝑇𝐿𝑂 for topic intrusion defined by Chang
et al. 7, the upper bound of 𝑇𝐿𝑂𝑖 is still zero.4

5.2.3 Label Concurrence. In addition to the tasks described above,
which are considered standard for human evaluation, we introduce
an additional task to assess interpretability. This task measures how
well a human evaluator can associate a topic label with its top words.
Given a topic label produced by the model refiner, we present four
topics, each represented by their top five highest-probability words.
The evaluator is asked to match the label to its corresponding topic.
Label Accuracy (𝐿𝐴) is simply the total number of correct answers
divided by the number of questions.

In designing this task, we were motivated by recent ideas that
link topic model interpretability with the ability to label topics
and consensus on the topic labels [9, 18]. The task is also a signal
of the distinctness of each topic, which is relevant because topic
duplication is a frequent failing of traditional topic models [13],
whereas a good topic collection contains unique topics.

5.2.4 Procedure. For each task, we create 10 questions per model
and assign every question to both evaluators. For all tasks, we
present the candidate answers in random order. To prevent the
evaluators from learning the topic-word lists ahead of the word
intrusion task, we instructed them to do in the tasks in the following
order: Word Intrusion, Topic Identification, Label Concurrence.

Model 𝐿𝐴 𝑀𝑃 𝑇𝐿𝑂𝑖

𝑚𝑖𝑛𝑖𝑡𝑖𝑎𝑙 - 0.5 (90%) -3.452 (90%)
𝑚𝑅1 0.85 (80%) 0.7 (80%) -8.056 (30%)
𝑚𝑅2 0.95 (80%) .45 (60%) -1.151 (90%)
(Avg.) (90%) (63%) (76%)

Table 1: Mean Label Accuracy, Model Precision and Topic Log
Odds scores across the three models. Annotator agreement
percentages are displayed in parentheses.

5.2.5 Results. We report the mean value of the associated metric
for each task in Table 1, including statistics on annotator agreement
for each task in parentheses.

On the label concurrence task, both refined models exhibit high
accuracy and annotator agreement, showing that the refiners were
able to produce topics whose themes were understandable to their
colleagues.

Results for word intrusion and topic identification present a
notable dichotomy.𝑚𝑅1 scored highest on word intrusion, but per-
formed worse than the unrefined baseline on topic identification.
For𝑚𝑅2, we observe the reverse: it achieves the best topic identi-
fication score, but scores just below the baseline model for word
intrusion.
4To avoid taking the log of 0, we treat doc-topic memberships of 0 as 1e-10. This
imposes an artificial lower bound of approximately -23.025.
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Figure 3: NPMI for all models subtracted by the NPMI for the baseline model.

While the NPMI results discussed in Section 5.1 suggested that
𝑚𝑅1 was only slightly better than𝑚𝑅2, the topic identification task
reveals that in fact,𝑚𝑅1’s performance is severely limited compared
to𝑚𝑅2 when faced with new data. The low annotator agreement for
𝑚𝑅2 corroborates this, revealing that for each held-out document,
none of the topics was a good fit.

Given that we find a reverse relationship between word intrusion
and predictive performance, this calls into question whether word
intrusion is a reliable task for topic model evaluation. Unlike topic
identification, the word intrusion task is based solely on the word-
topic list created by the model refiner, and consequently can result
in a high score even for a severely overfitted model.

6 CONCLUSIONS
Throughout this study, our use case partners were consistently
enthusiastic about the HLTM tool both inside and outside of formal
interview sessions. We take this as a promising sign of the value of
HLTM in applied settings. However, our study also revealed some
key gaps and challenges for HLTM going forward.

A high-quality model should satisfy two requirements: it must
be able to assign appropriate topics to future documents (i.e. be
performant), and its topics must be adequately meaningful to end
users (i.e. be interpretable). Our findings affirm the potential of
HLTM when using domain experts as refiners in an applied setting
and on a small dataset. Our users were able to create topics that were
distinct and thematically well-defined, and the resulting models
can perform well on unseen data, although not always.

The mixed results across our different evaluation approaches
expose a key challenge when it comes to assessing topic models
— namely, which evaluation metric to trust? Choosing the right
evaluation approach is important because model selection can be
especially challenging in applied contexts. In experimental settings,
researchers typically rely on crowdsourcing to achieve enough
statistical power to draw robust conclusions [7, 12, 17, 18]. However,
this may not be not viable in business settings due to data privacy
concerns and crowdworkers’ lack of subject matter expertise. The
sample size of our study is a more realistic scenario in a business

context, emphasizing the need to select suitable evaluation tasks
while rejecting unreliable ones.

We consider topic identification our most robust task, as it di-
rectly measures a model’s ability to classify documents that were
not seen in the training data, as opposed to indirectly capturing
model quality by matching top words (as in word intrusion), or by
comparing co-occurrence of top words (as in NPMI). We heavily
question the efficacy of assessing topics solely based on top words.
The idea that an interpretable top-words list does not necessarily
lead to good document-topic assignments is supported by previous
work [2, 17]. The problem is more severe for word intrusion, which
only considers a topic’s top five words and is unable to take unseen
data into account. On the other hand, NPMI allows for a larger sam-
ple of top words and can be applied to a held-out set. When using
the test set as reference corpus, NPMI scored the more performant
model more highly, but nonetheless overstated the quality of the
non-performant model in our case.

In light of these findings, we are drawn to the growing body of
work that questions the prevailing trend of evaluating topic models
based only on lists of top words, and instead propose focusing on
evaluating document-topic assignments or even individual word
assignments within documents to assess model quality [2, 9, 17, 18].
In addition, given the risk of overfitting during the refinement
process, we emphasize the need to evaluate topic models based on
held-out validation sets as opposed to directly on the input corpus,
which is not uncommon according to Hoyle et al. [12].

Moving away from topic-word lists in favor of documents is
supported by findings from our user interviews, which surfaced the
need for more explainability at the document level. This provides
an opportunity to mitigate excessive user trust. Although HLTM
is frequently extolled as user-friendly and accessible, anecdotally
we find that the statistical theory behind topic modeling is a chal-
lenge for adoption. Users sometimes deferred to machine judgments
against their own intuition, hesitating over decisions like removing
irrelevant terms from topics. Other times, they refined the models
in unexpected ways. For instance, we were surprised to find that
words like “really” were not demoted from a topic’s top words,
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as we do not consider such words thematically meaningful. Our
findings in Section 4.2 suggest that this is due to excessive faith in
the model. Our users reported high levels of trust in the system,
even going so far as to say “the machine might be better at this than
I [am]”, echoing the findings of Smith et al. [23].

Excessive trust presents a potential challenge in creating such
tools for more independent use, and illustrates that more thought
needs to be given to designing HLTM in ways that allow users to
accurately judge when and when not to place trust in the system.
Helping users understand why certain documents belong to certain
topics is an essential step for future HLTM development. In addition
to improving model quality as discussed above, a greater focus on
documents would give users more agency and information. Users
reported that they were sometimes confused by why a document
was ranked highly inside a particular topic, and rather than just
browsing topic words, they wanted to be able to see exactly which
documents within a topic contained a particular word of interest.
This could be achieved in the UI by allowing users to search and
browse via words and documents, as well as displaying word-level
topic assignments within documents. Such functionality is espe-
cially valuable if the model’s intended use involves inference on
new documents or other downstream tasks, as it would help users
validate that the model is behaving according to their intentions
during refinement.

7 FUTUREWORK
Because of the applied setting of our study, we were only able
allocate two participants each to the refinement and evaluation
tasks. As a result, the significance of our findings is limited by
our small sample sizes. Further study and exploration is needed to
support some of our conclusions.

Our findings unlock promising new directions for HLTM. In
terms of HLTM tool design, we surfaced the need to help users
understand why certain documents belong to certain topics. This
could be achieved by allowing users to see the word-level topic
assignments within a document, for instance. Additionally, as our
post-interaction messages (PIM) resonated with users, another idea
is to extend it by alerting users to the impact of their actions on doc-
uments, or exploring how different implementations of PIM affect
model quality and user experience. In terms of model evaluation, in
future we intend to focus on document-topic and document-word-
topic assignments as discussed in Section 6, as well as extending
label concurrence to documents. Finally, we see significant value
in conducting user studies of HLTM in collaborative settings with
multiple users working together to build a single topic model.
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